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Abstract—In this paper, a new Harmony Search algorithm (HS) is proposed to solve the Optimal Reactive Power Dispatch (ORPD) Problem. The ORPD problem is formulated as a nonlinear constrained single-objective optimization problem where the real power loss and the bus voltage deviations are to be minimized separately. In order to evaluate the proposed algorithm, it has been tested on IEEE 30 bus system consisting 6 generator and compared other algorithms reported before in literature. Results show that HS is more efficient than others for solution of single-objective ORPD problem.
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I. INTRODUCTION

In recent years the optimal reactive power dispatch (ORPD) problem has received great attention as a result of the improvement on economy and security of power system operation. Solutions of ORPD problem aim to minimize object functions such as fuel cost, power system loses, etc. while satisfying a number of constraints like limits of bus voltages, tap settings of transformers, reactive and active power of power resources and transmission lines and a number of controllable Variables [1], [2]. In the literature, many methods for solving the ORPD problem have been done up to now. At the beginning, several classical methods such as gradient based [3], interior point [4], linear programming [5] and quadratic programming [6] have been successfully used in order to solve the ORPD problem. However, these methods have some disadvantages in the Process of solving the complex ORPD problem. Drawbacks of these algorithms can be declared insecure convergence properties, long execution time, and algorithmic complexity. Besides, the solution can be trapped in local minima [1], [7]. In order to overcome these disadvantages, researches have successfully applied evolutionary and heuristic algorithms such as Genetic Algorithm (GA) [2], Differential Evolution (DE) [8] and Particle Swarm Optimization (PSO) [9]. It is reported in those that evolutionary or heuristic algorithms are more efficient than classical algorithms for solving the RPD problem.

During the last decades a lot of population-based Meta heuristic algorithms were proposed. One population-based category is the evolutionary based algorithms including Genetic Programming, Evolutionary Programming, Evolutionary Strategies, Genetic Algorithms, Differential Evolution, Harmony Search algorithm, etc. Other category is the swarm based algorithms including Ant Colony Optimization, Particle Swarm Optimization, Bees Algorithms, Honey Bee Mating Optimization, etc. The harmony search algorithm (Geem et al. 2006) is one of the most recently developed optimization algorithm [10] and at a same time, it is one of the most efficient algorithm in the field of combinatorial optimization (Geem 2007a) [11]. Consequently, this algorithm guided researchers to improve on its performance to be in line with the requirements of the applications being developed. The remarkable property of this algorithm is that it is capable of global search in a rather large space, insensitive to initial values and not easy to stick in the local optimal solution. In this paper, we propose this powerful algorithm for solving reactive power dispatch problem. The effectiveness of the proposed approach is demonstrated through IEEE-30 bus system. The test results show the proposed algorithm gives better results with less computational burden and is fairly consistent in reaching the near optimal solution.

II. FORMULATION OF ORPD PROBLEM

The objective of the ORPD problem is to minimize one or more objective functions while satisfying a number of constraints such as load flow, generator bus voltages, load bus voltages, switchable reactive power compensations, reactive power generation, transformer tap setting and transmission line flow. In this paper two objective functions are minimized separately as single objective. In this paper and constraints are formulated taking from [1] and shown as follows.

A. Minimization of Real Power Loss

It is aimed in this objective that minimizing of the real power loss ($P_{loss}$) in transmission lines of a power system. This is mathematically stated as follows.

$$
    P_{loss} = \sum_{k=1}^{n} g_k (v_i^2 + v_j^2 - 2v_i v_j \cos \theta_{ij})
$$

where $n$ is the number of transmission lines, $g_k$ is the conductance of branch $k$, $V_i$ and $V_j$ are voltage magnitude...
at bus $i$ and bus $j$, and $\theta_{ij}$ is the voltage angle difference between bus $i$ and bus $j$.

**B. Minimization of Voltage Deviation**

It is aimed in this objective that minimizing of the deviations in voltage magnitudes (VD) at load buses. This is mathematically stated as follows.

Minimize $VD = \sum_{k=1}^{nl}|V_k - 1.0|$  \hspace{1cm} (2)

where $nl$ is the number of load busses and $V_k$ is the voltage magnitude at bus $k$.

**C. System Constraints**

In the minimization process of objective functions, some problem constraints which one is equality and others are inequality had to be met. Objective functions are subjected to these constraints shown below.

Load flow equality constraints:

$$P_{di} - P_{bi} - V_{i,j}B_{ij}\cos\theta_{ij} + V_{j,k}B_{kj}\cos\theta_{kj} - V_{i,j}G_{ij}\sin\theta_{ij} - V_{j,k}G_{kj}\sin\theta_{kj} = 0, \ i = 1, 2, \ldots, nb$$ \hspace{1cm} (3)

$$Q_{di} - Q_{bi} - V_{i,j}B_{ij}\sin\theta_{ij} + V_{j,k}B_{kj}\sin\theta_{kj} - V_{i,j}G_{ij}\cos\theta_{ij} - V_{j,k}G_{kj}\cos\theta_{kj} = 0, \ i = 1, 2, \ldots, nb$$ \hspace{1cm} (4)

where, $nb$ is the number of buses, $P_d$ and $Q_d$ are the real and reactive power of the generator, $P_b$ and $Q_b$ are the real and reactive load of the generator, and $G_{ij}$ and $B_{ij}$ are the mutual conductance and susceptance between bus $i$ and bus $j$. Generator bus voltage ($V_{gi}$) inequality constraint:

$$V_{gmin} \leq V_{gi} \leq V_{gmax}, \ i \in ng$$ \hspace{1cm} (5)

Load bus voltage ($V_{Li}$) inequality constraint:

$$V_{lmin} \leq V_{li} \leq V_{lmax}, \ i \in nl$$ \hspace{1cm} (6)

Switchable reactive power compensations ($Q_{Ci}$) inequality constraint:

$$Q_{cmin} \leq Q_{Ci} \leq Q_{cmax}, \ i \in nc$$ \hspace{1cm} (7)

Reactive power generation ($Q_{Gi}$) inequality constraint:

$$Q_{gmin} \leq Q_{Gi} \leq Q_{gmax}, \ i \in ng$$ \hspace{1cm} (8)

Transformers tap setting ($T_i$) inequality constraint:

$$T_{imin} \leq T_i \leq T_{imax}, \ i \in nt$$ \hspace{1cm} (9)

Transmission line flow ($S_{Li}$) inequality constraint:

$$S_{lmin} \leq S_{Li} \leq S_{lmax}, \ i \in nl$$ \hspace{1cm} (10)

where, $nc$, $ng$ and $nt$ are numbers of the switchable reactive power sources, generators and transformers. The load flow equality constraints are satisfied by Power flow algorithm. The generator bus voltage ($V_{go}$), the transformer tap setting ($T_i$) and the Switchable reactive power Compensations ($Q_{Ci}$) are optimization variables. The limits on active power generation at the slack bus($P_{wi}$), load bus voltages ($V_{Li}$) and reactive power generation ($Q_{Gi}$), transmission line flow ($S_{Li}$) are state variables. They are restricted by adding a penalty function to the objective functions.

**III. HARMONY SEARCH ALGORITHM**

Harmony search (HS) Geem et al. [10], [11] is a relatively new population-based metaheuristic optimization algorithm, that imitates the music improvisation process where the musicians improvise their instruments’ pitch by searching for a perfect state of harmony. It was able to attract many researchers to develop HS-based solutions for many optimization[12]-[16] problems such as music composition, ground water modeling (Ayvaz 2007, 2009) [17]-[23]. HS imitates the natural phenomenon of musicians’ behavior when they cooperate the pitches of their instruments together to achieve a fantastic harmony as measured by aesthetic standards. This musicians’ prolonged and intense process led them to the perfect state. It is a very successful metaheuristic algorithm that can explore the search space of a given data in parallel optimization environment, where each solution (harmony) vector is generated by intelligently exploring and exploiting a search space. It has many features that make it as a preferable technique not only as standalone algorithm but also to be combined with other metaheuristic algorithms. Harmony search as mentioned mimic the improvisation process of musicians, with an intelligent way. The analogy between improvisation and optimization is likely as follows [10], [11]:

1. Each musician corresponds to each decision variable;
2. Musical instrument’s pitch range corresponds to the decision variable’s value range;
3. Musical harmony at a certain time corresponds to the solution vector at certain iteration;
4. Audience’s aesthetics corresponds to the objective function.

Just like musical harmony is improved time after time, solution vector is improved iteration by iteration. In general, HS has five steps and they are described as in Geem et al. [10], [11] as follow:

The optimization problem is defined as follow: minimize\[\text{maximize} f(a),\] Subject to $a_i \in A, \ i = 1, 2, \ldots, N$ \hspace{1cm} (11)

where $f (a)$ is an objective function; $a$ is the set of each decision variable ($a_i$); $A$ is the set of possible range of values for each decision variable, $L^a \leq A_i \geq U^a$; and $N$ is the number of decision variables.

Then, the parameters of the HS are initialized. These parameters are:

1. Harmony Memory Size (HMS) (i.e. number of solution vectors in harmony memory);
2. Harmony Memory considering Rate (HMCR), where $HMCR \in [0, 1]$;
3. Pitch Adjusting Rate (PAR), where $PAR \in [0, 1]$;
4. Stopping Criteria (i.e. number of improvisation (NI));
A. Initialize Harmony Memory

The harmony memory (HM) is a matrix of solutions with a size of HMS, where each harmony memory vector represents one solution as can be seen in Eq. 3. In this step, the solutions are randomly constructed and rearranged in a reversed order to HM, based on their objective function values such as

\[ f(a^1) \leq f(a^2) \ldots \leq f(a^{HMS}). \]

\[ \text{HM} = \begin{bmatrix} a^1_1 & \ldots & a^1_N \\ \vdots & \ddots & \vdots \\ a^N_{HMS} & \ldots & a^N_{HMS} \end{bmatrix} \]

(12)

This step is the essence of the HS algorithm and the cornerstone that has been building this algorithm. In this step, the HS generates (improvises) a new harmony vector,

\[ a' = (a'_1, a'_2, \ldots, a'_N). \]

It is based on three operators: memory consideration; pitch adjustment; or random consideration. In the memory consideration, the values of the new harmony vector are randomly inherited from the historical values stored in HM with a probability of HMCR. Therefore, the value of decision variable \(a'_i\) is chosen from \((a^1_i, a^2_i, \ldots, a^{HMS}_i)\) that is \(a^i_2\) is chosen from \((a^2_i, a^2_i, \ldots, a^{HMS}_i)\) and the other decision variables, \((a^3_i, a^4_i, a^5_i, \ldots)\), are chosen consecutively in the same manner with the probability of HMCR \(\in [0, 1]\). The usage of HM is similar to the step where the musician uses his or her memory to generate an excellent tune. This cumulative step ensures that good harmonies are considered as the elements of New Harmony vectors. Out of that, where the other decision variable values are not chosen from HM, according to the HMCR probability test, they are randomly chosen according to their possible range, \(a'_i \in A_i\). This case is referred to as random consideration (with a probability of \((1 - \text{HMCR})\)), which increases the diversity of the solutions and drives the system further to explore various diverse solutions so that global optimality can be attained. The following equation summarized these two steps i.e. memory consideration and random consideration.

\[ a'_i \leftarrow \begin{cases} a'_i \in [a^1_i, a^2_i, \ldots, a^{HMS}_i] & w.p. \text{HMCR} \\ a'_i \in A_i & w.p. (1 - \text{HMCR}) \end{cases} \]

(13)

Furthermore, the additional search for good solutions in the search space is achieved through tuning each decision variable in the new harmony vector, \( a' = (a'_1, a'_2, \ldots, a'_N) \) inherited from HM using PAR operator. These decision variables \((a'_i)\) are examined and to be tuned with the probability of \(\text{PAR} \in [0, 1]\) as in Eq. (14).

\[ a'_i \leftarrow \begin{cases} \text{Adjusting Pitch} & w.p. \text{PAR} \\ \text{Doing Nothing} & w.p. (1 - \text{PAR}) \end{cases} \]

(14)

If a generated random number \(\text{rnd} \in [0, 1]\) within the probability of \(\text{PAR}\) then, the new decision variable \((a'_i)\) will be adjusted based on the following equation:

\[ (a'_i) = (a_i) \pm \text{rand}() \times bw \]

(15)

Here, \(bw\) is an arbitrary distance bandwidth used to improve the performance of HS and \((\text{rand}())\) is a function that generates a random number \(\in [0, 1]\). Actually, \(bw\) determines the amount of movement or changes that may have occurred to the components of the new vector. The value of \(bw\) is based on the optimization problem itself i.e. continuous or discrete. In general, the way that the parameter (PAR) modifies the components of the new harmony vector is an analogy to the musicians’ behavior when they slightly change their tone frequencies in order to get much better harmonies. Consequently, it explores more solutions in the search space and improves the searching abilities.

B. Update the Harmony Memory

In order to update HM with the new generated vector \( a' = (a'_1, a'_2, \ldots, a'_N) \), the objective function value is calculated for each New Harmony vector \( f(a') \). If the objective function value for the new vector is better than the worst harmony vector stored in HM, then the worst harmony vector is replaced by the new vector. Otherwise, this new vector is ignored.

\[ a' \in \text{HM} \land a'^\text{worst} \notin \text{HM} \]

(16)

However, for the diversity of harmonies in HM, other harmonies (in terms of least-similarity) can be considered. Also, the maximum number of identical harmonies in HM can be considered in order to prevent premature HM.

C. Check the Stopping Criterion

The iteration process in steps 3&4 is terminated when the maximum number of improvisations (NI) is reached. Finally, the best harmony memory vector is selected and is considered to be the best solution to the problem under investigation.

IV. HARMONY SEARCH CHARACTERISTICS

The other important strengths of HS [10, 11] are their improvisation operators, memory consideration; pitch adjustment; and random consideration, that play a major rule in achieving the desired balance between the two major extremes for any optimization algorithm, Intensification and diversification. Essentially, both pitch adjustment and random consideration are the key components of achieving the desired diversification in HS. In random consideration, the new vector’s components are generated at random mode, has the same level of efficiency as in other algorithms that handle randomization, where this property allows HS to explore new regions that may not have been visited in the search space. While, the pitch adjustment adds a new way for HS to enhance its diversification ability by tuning the new vector’s component within a given bandwidth. A small random amount is added to or subtracted from an existing component stored in HM. This operator, pitch
adjustment, is a fine-tuning process of local solutions that ensures that good local solutions are retained, while it adds a new room for exploring new solutions. Further to that, pitch adjustment operator can also be considered as a mechanism to support the intensification of HS through controlling the probability of PAR. The intensification in the HS algorithm is represented by the third HS operator, memory consideration. A high harmony acceptance rate means that good solutions from the history/memory are more likely to be selected or inherited. This is equivalent to a certain degree of elitism. Obviously, if the acceptance rate is too low, solutions will converge more slowly.

A. Variants of Harmony Search

Harmony search algorithm got the attention of many researchers to solve many optimization problems such as engineering and computer science problems. Consequently, the interest in this algorithm led the researchers to improve and develop its performance in line with the requirements of problems that are solved. These improvements primarily cover two aspects: (1) improvement of HS in term of parameters setting, and (2) improvements in term of hybridizing of HS components with other metaheuristic algorithms. This section will highlight these developments and improvements to this algorithm in the ten years of this algorithm’s age. The first part introduces the improvement of HS in term of parameters setting, while the second part introduces the development of HS in term of hybridizing of HS with other metaheuristic algorithms.

B. Variants Based on Parameters Setting

The proper selection of HS parameter values is considered as one of the challenging task not only for HS algorithm but also for other metaheuristic algorithms. This difficulty is a result of different reasons, and the most important one is the absence of general rules governing this aspect. Actually, setting these values is problem dependant and therefore the experimental trials are the only guide to the best values. However, this matter guides the research into new variants of HS. These variants are based on adding some extra components or concepts to make part of these parameters dynamically adapted. The proposed algorithm includes dynamic adaptation for both pitch adjustment rate (PAR) and bandwidth (bw) values. The PAR value is linearly increased in each iteration of HS by using the following equation:

$$
\text{PAR} \ (gn) = \text{PAR}_{\text{min}} + \frac{\text{PAR}_{\text{max}} - \text{PAR}_{\text{min}}}{\text{NI}} \times gn
$$

(17)

where PAR(gn) is the PAR value for each generation, \(\text{PAR}_{\text{min}}\) and \(\text{PAR}_{\text{max}}\) are the minimum pitch adjusting rate and maximum pitch adjusting rate respectively. \(\text{NI}\) is the maximum number of iterations (improvisation) and \(gn\) is the generation number. The bandwidth (bw) value is exponentially decreased in each iteration of HS by using the following equation:

$$
\text{bw} \ (gn) = \text{bw}_{\text{min}} + \frac{\text{bw}_{\text{max}} - \text{bw}_{\text{min}}}{\text{NI}} \times gn
$$

(18)

where \(\text{bw} \ (gn)\) is the bandwidth value for each generation, \(\text{bw}_{\text{max}}\) is the maximum bandwidth, \(\text{bw}_{\text{min}}\) is the minimum bandwidth and \(gn\) is the generation number.

V. SIMULATION RESULTS

<table>
<thead>
<tr>
<th>Control Variables setting</th>
<th>Case 1: Power Loss</th>
<th>Case 2: Voltage Deviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>VG1</td>
<td>1.034</td>
<td>0.981</td>
</tr>
<tr>
<td>VG2</td>
<td>1.016</td>
<td>0.942</td>
</tr>
<tr>
<td>VG5</td>
<td>1.014</td>
<td>1.032</td>
</tr>
<tr>
<td>VG8</td>
<td>1.018</td>
<td>1.011</td>
</tr>
<tr>
<td>VG11</td>
<td>1.023</td>
<td>1.090</td>
</tr>
<tr>
<td>VG13</td>
<td>0.964</td>
<td>1.051</td>
</tr>
<tr>
<td>VG6-9</td>
<td>1.058</td>
<td>0.902</td>
</tr>
<tr>
<td>VG6-10</td>
<td>1.077</td>
<td>1.023</td>
</tr>
<tr>
<td>VG4-12</td>
<td>1.090</td>
<td>1.025</td>
</tr>
<tr>
<td>VG27-28</td>
<td>1.028</td>
<td>0.913</td>
</tr>
<tr>
<td>Power Loss (Mw)</td>
<td>3.89004</td>
<td>5.283</td>
</tr>
<tr>
<td>Voltage deviations</td>
<td>0.7881</td>
<td>0.1090</td>
</tr>
</tbody>
</table>

TABLE II. COMPARISON OF THE SIMULATION RESULTS FOR POWER LOSS
number of the optimized control variables is 10 in this problem. The minimum voltage magnitude limits at all buses are 0.95 pu and the maximum limits are 1.1 pu for generator buses 2, 5, 8, 11, and 13, and 1.05 pu for the remaining buses including the reference bus 1. The minimum and maximum limits of the transformers tapping are 0.9 and 1.1pu respectively [1]. The optimum control parameter settings of proposed approach are given in Table I. The best power loss and best voltage deviations obtained from proposed approach are 3.89004 MW and 0.7881 respectively. The results obtained from Proposed algorithm have been compared other methods in the literature. The results of this comparison are given in Table II. The results in Tables I and II show’s that the reactive dispatch and voltage deviations solutions specified by the proposed HS approach lead to lower active power loss and voltage deviations than that by the ref. [1] simulation results, which confirms that the proposed approach is well capable of specification the optimum solution.

VI. CONCLUSION

In this paper, one of the recently developed stochastic algorithms HS has been demonstrated and applied to solve optimal reactive power dispatch problem. The problem has been formulated as a constrained optimization problem. Different objective functions have been considered to minimize real power loss, to enhance the voltage profile. The proposed approach is applied to optimal reactive power dispatch problem on the IEEE 30-bus power system. The simulation results indicate the effectiveness and robustness of the proposed algorithm to solve optimal reactive power dispatch problem in test system. The HS approach can reveal higher quality solution for the different objective functions in this paper.
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