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Abstract—The purpose of this study is to develop low-cost 

real-time digital fringe projection measurement to detect the 

three-dimensional shape of the back in patients with 

scoliosis. The measurement system consists of a digital 

projector and a digital camera. The seven fringe patterns 

are used to illuminate a patient’s back while the digital 

images are captured by a camera. The height of the back 

shape is calculated using the seven-step phase-shifting 

calculation and path-independent phase unwrapping. The 

back topography with an accuracy of 1 mm can help the 

clinician to estimate the spinal deformity at baseline and 

monitor variations over time. The measurement results can 

be applied to clinical use and reduce the dependence on 

serial radiography for monitoring spinal deformity. 

 

Index Terms—fringe projection, phase shifting, scoliosis 
  

I. INTRODUCTION 

Scoliosis is a sideways deformity of the spine in Three-

Dimensional (3-D) space, which often occurs in 

adolescents. It can be observed from the asymmetry 

between two shoulders, an abnormal uplift of thoracic or 

lumbar [1], [2]. While most cases of scoliosis are mild, 

severe scoliosis can cause damage to the development 

period. Traditionally, scoliosis is monitored with 

radiography, but patients will accumulate large doses of 

radiation throughout years of treatment [3], [4]. 

Nowadays, multiple radiation-free, contactless 3-D shape 

measurements are developed. But advanced methods used 

on scoliosis patients such as laser ultrasound and inertial 

sensors require operators to have certain techniques, and 

the required devices cannot be obtained easily [5]-[8]. 

Meanwhile, digital phase-shifting fringe projection 

profilometry has been used for various purposes in 

consideration of its advantages such as easy 

implementation, low cost, high accuracy, and real-time 

dense point cloud capturing [9]-[13]. The fundamental 

mechanism of this method is to find homologous points 

from captured images, calculate the deformation of the 

object, and extract the shape information into phase 

values. Before putting the system into use, the camera 

needs to be calibrated by acquiring its intrinsic and 

extrinsic parameters, which is required to calculate the 
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error between the camera system and the actual image. 

Radial and tangential distortion caused by the lens is also 

considered during the calibration process. The 

nonlinearity of grey values in an image can cause error in 

computing phase value. Therefore, gamma decoding 

fringe is introduced to make sure that the camera 

responses to different light intensities in a linear pattern. 

In this study, we propose low-cost real-time digital fringe 

projection measurement to detect the 3-D shape of the 

back in patients with scoliosis. The measurement results 

can help the clinician to estimate the spinal deformity at 

baseline. 

II. PRINCIPLE OF MEASUREMENT 

Digital fringe projection measurement system is used 

for high-speed detecting the 3-D shape of human back. 

Fig. 1(a) shows the measurement system composed of a 

digital projector, a camera with a resolution of 

1920×1080 and an industrial computer. The projector 

casts seven fringe patterns consecutively on the human 

back and each time creates different deformed patterns on 

the back surface. Fig. 1(c) shows the deformed fringe 

pattern on the human back. The deformed phase-shifted 

fringe patterns are used to reconstruct the 3-D shape of 

human back through phase wrapping, phase unwrapping 

calculations and phase to dimension conversion. 

 

Figure 1.   (a) Digital fringe projection measurement system. Images of 
human back (b) without and with (c) fringe patterns. 

The seven-step phase-shifting calculation is suitable 

for high-resolution 3-D measurement. To reach adequate 

images for seven-step processing, there is a π/2 gap 
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between each fringe pattern, which can be described 

mathematically: 
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In Eq. (1), In is the intensity distribution of the n-th 

pattern for each step. IB represents the background light 

intensity of the surroundings. IA means the light intensity 

of the amplitude of each cosine fringe pattern. The 

industrial computer receives the images captured by the 

digital camera, and uses the following equation to 

transform it into phase data: 
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Figure 2.   Fringe patterns at gamma value (a) g = 1, (b) g = 1.8, and (c) 

g = 2.2. (d) Intensity profiles of the fringe patterns at different gamma 
values. 

ψ(i, j) in Eq. (2) indicates the phase value in every 

pixel of the cosine fringe pattern. In order to undo the 

gamma correction of the camera, a gamma decoding 

fringe is projected on the object surface. Fig. 2(a) to Fig. 

2(c) show the fringe patterns at different gamma values. 

To determine the gamma value (g) for fringe correction, a 

simple test by casting a large grayscale on a white sheet is 

performed. Fig. 2(d) shows the intensity profiles of the 

fringe patterns at different gamma values. The blue line is 

the intensity profile when the camera receives data from 

the fringe pattern at g = 1, red line is the intensity profile 

at g = 1.8, and green line is the intensity profile at g = 2.2. 

The results show that when the gamma decoding fringe is 

at g = 1.8, the camera responses the most linearly among 

others. On the other hand, lens distortion is corrected by 

the calibration algorithm using pre-acquired parameters. 

The continuous phase values are obtained by phase 

unwrapping calculation. Because the quality guided path 

calculation is suitable for unwrapping complex phase 

map, we use quality guided path algorithm for 

unwrapping calculation in this study. 

 

 

Figure 3.   3-D representations of human back: (a) 3-D model, (b) back 

profile along the middle line of the spine, (c) contour map, and (d) 
height map. 
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III. RESULTS AND DISCUSSION 

The deformed fringe patterns are used to reconstruct 

the 3-D model of human back through phase wrapping, 

phase unwrapping and phase to real size conversion. Fig. 

3 shows the 3-D representations of the captured human 

back. The experimental results clearly show that the 

fringe projection technique correctly obtains the 3-D 

surface of human back. The seven-step phase-shifting 

computation obviously mended the smoothness of the 

back surface, as shown in Fig. 3(a). The nonlinear phase 

errors in the 3-D model are balanced by quality guided 

path unwrapping. The measurement capabilities of large-

area and high-resolution for human back are well proven. 

In Fig. 3(b), the back profile along the middle line of the 

spine is provided by slicing the 3-D model and allows 

fast identification for kyphosis and lordosis. Fig. 3(c) and 

Fig. 3(d) show the contour and height maps, which are 

useful for giving a quick overview of the back. The small 

dents or bulges in the back can be identified by the 

contour maps that are often hard to distinguish with the 

naked eye. 

 

 

Figure 4.  3-D depth images of human back: (a) 3-D view, (b) back 

profile along the middle line of the spine, (c) contour map, and (d) 
height map. 

The experimental results are compared with 3-D depth 

images by using a depth camera (Intel RealSense SR305). 

The depth camera also uses coded light technique for 

scanning and reconstruction. The experimental target and 

environment are maintained for comparison. Fig. 4(a) 

shows the 3-D depth image of human back. The height 

variation of human back can be observed by the bright 

region of depth image. In Fig. 4(b), the curvature of the 

spine can be distinctively identified by using the back 

profile. The height and contour maps locate the positions 

of the subscapular bones and other landmarks for 

measurement. However, the height information will be 

enhanced in the depth images and the 3-D shape of the 

whole human back will be distorted. 

 

 

Figure 5.  (a) Bilateral asymmetry map of human back. Back profiles 
along the (b) right subscapular bone, (c) middle line of the spine, and (d) 

left subscapular bone. 

The measured 3-D model by this experiment is further 

processed into bilateral asymmetry map. The bilateral 

asymmetry map is useful for determining the balance of 

two sides of the human back. It can clearly be seen in Fig. 

5(a) that the left side of the human back is higher than the 

right side. Fig. 5(b) to Fig. 5(d) show the back profiles 

along the right subscapular bone, middle line of the spine, 

and left subscapular bone. These back profiles can be 

used to inspect the curvature of the back in different 

angles. 
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IV. CONCLUSION 

In this study, a high-speed digital fringe projection 

technique is proposed to measure the 3-D model of 

human back. A digital projector is used as the light source 

to project several fringe patterns onto the back surface. 

The gamma decoding fringes are introduced for gamma 

correction and higher accuracy. The distorted fringe 

images from the back surface are captured by the digital 

camera. The phase data in the distorted fringe images are 

obtained by using the seven-step phase-shifting and 

quality guided path unwrapping calculations. The image 

acquisition, reconstruction and exhibition of the 3-D back 

model have performed simultaneously at a speed of 1 

second. Post processing of the 3-D back model such as 

contour and height maps gives more information for 

further utilization. This experiment proposes a real-time 

3-D measurement which is capable of scanning large 

objects in high resolution. 
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